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 The proposed approach achieved 100% accuracy on individualized model and above 
90% accuracy over 11 activities. 

 Outperformed existing techniques using 1 axis acceleration. 
 Reduces computational and memory complexity by reducing data from 6-7 time 

series to 1 time series. 
 Development of the Human Activity Recognition as a Service in the application 

framework. 

Experiment & Result 

Conclusion 

 Human Activity Recognition (HAR) is important in many research areas such as 
pervasive computing, human computer interaction, assistive living and 
technologies, and rehabilitation engineering,  because of its application in context-
aware applications [1]. 

 Despite its been an active research area for more than a decade, there many major 
issues need to be addressed such as: classification accuracy, computational cost, 
energy consumption, and real-time implementation [1]. 

Introduction 

Motivation 

 Computationally efficient modelling of Human Activity 
 Less computation 
 Less memory 
 Less energy consumption 

 Activity Recognition (AR) as a Service 
 Increasing demand of AR 
 Few existing services: Google AR API 
 Offers few number of activities 
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Acceleration along Y-axis vs. Time 
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Background: Time-Delay Embedding 

RPS of Running RPS of Walking 

Our Approach 

Methodology 

 Reconstructed Phase Space (RPS) 
Based on Takens’ delay embedding theorem [F. Takens’, 1980]. 
Time series, 

𝑥 = 𝑥𝑛,   𝑛 = 1…𝑁 
Time delay embedding, 

𝑋 =  𝑥𝑛  𝑥𝑛−𝜏  …  𝑥𝑛− 𝑑−1 𝜏  

       where 𝜏 – time lag and d – embedding dimension 
 
 
 
 
 
 
 
 
 
 Gaussian Mixture Model (GMM) 

A parametric probability density function. Weighted sum of M Gaussian density 
function. 

𝑝 𝑥 𝜆 =   𝑤𝑖  𝑝𝑖(𝑥)
𝑀
𝑖=1 =  𝑤𝑖  𝑁(𝑥, 𝜇𝑖 , Σ𝑖)
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Algorithms 

Performance of the ML Algorithms and Our Approach 
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